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Abstract. We investigate the possibility to use Viola-Jones [1] object detection framework 

through a multi-model approach to build a face extraction pipeline that will be used in video 

appearance tagging. Although deep convolutional neural networks have surpassed previous 

algorithms in performance [2], Haar Cascades needs much lower memory than CNN, does not 

require specialized hardware, and has lower storage requirements. Most videos will show the 

same face more than once, at least a few close-ups that are full frontal and well lit. We need an 

efficient system that will extract the best appearances. This study shows the pre-trained model 

selection, the fine-tuning of run-time parameters and the test. After selection of models for 

faces, eyes, mouths and noses and testing the right runtime parameters we were able to 

establish a procedure that will avoid any false positives and will produce a set of well defined 

faces.tart your abstract here… 

1.  Introduction 

Video monitoring, especially TV news monitoring has a few specific challenges, when it comes to 

face detection and recognition. There are usually well known faces (TV employees, regular 

participants) and unknown faces. The well-known faces can be part of a trained face-recognition 

system. But, the list of people that will not appear on a regular basis is very fluid and the tagging of 

their faces has to be done by a human operator. Sometimes a person will be added to the trained 

recognition system, sometimes it is just a matter of recording the presence at any given moment. The 

human operator needs to be presented with very good examples of faces, and in a TV show those can 

usually be easily found. What is needed is a system that can extract the best version of a person's face, 

not all the appearances.  

Haar Cascade models are fast [3] and require low hardware [4]. It is sometimes used together with 

more complex methods (such as Convolutional Neural Networks - e.g. [2]). Along with many face 

detection trained models that are readily available, eye recognition, nose recognition and mouth 

recognition have also been published. A multi-model approach may be exactly what we need - by 

keeping only the faces that have also tested positive for eyes, nose and mouth we may be able to 

isolate the best frames from a video. 

 

 

 



 

 

 

 

 

 

2.  Viola-Jones Object Detection Framework (Haar Cascades) 

Viola-Jones object detection framework was one of the first successful methods used in face detection. 

Many consumer devices that have face-detection capabilities are using it due to the speed, efficiency 

and relatively low memory consumption of the algorithm. The main principle of Viola - Jones object 

detection method is to isolate a reduced set of image features that can classify together an image as a 

positive detection [1]. Each feature has a very small chance of detecting the target, some of them being 

slightly better than others. The training process identifies those features that can, together, form a 

strong classifier. 

The features extracted for each image are called Haar-like features, due to their similarity with the 

wavelet sequence proposed in 1909 by Alfréd Haar [5]. Each feature has one or more "black" areas 

and one or more "white" areas and will result in a number that represents the difference between the 

sum of pixel intensities in the "black" areas and the number of pixel intensities in the "white" area 

[Fig. 1]. of the current designations. 

 

 

Fig. 1 Different types of Haar patterns. 

 
O Leinhart and Maydt [6] added rotated Haar-like features with 10% - 12% increase in false positive 

rate (in face detection tests). The rotated Haar-like features are available in the OpenCV (Open Source 
Computer Vision Library) implementation and a few models used in our tests are using them (M1, M6, 
M7) [Table 1].  

During training, all Haar-like features are calculated for every target image [7] using a fixed size 

target. Many face detection models are using a 24 x 24 target size which yields a number of over 

160.000 possible Haar-like features (of all shapes and sizes) to be calculated for every training sample. 

Normally, this will be a very time-consuming operation but Viola - Jones used a clever data structure 

called "integral image" that simplified the computations. Integral image is an  application of Crow's 

summed area table [8]. It involves building an alternative matrix, for every training sample, in which 

every cell (x,y) contains the sum of all cell values above and to the left from the original matrix (x', y'), 

including the row and column of the cell itself [Equation 1]. 

 

𝐼(𝑥, 𝑦) =  ∑ 𝑖(𝑥′, 𝑦′)𝑥′≤ 𝑥
𝑦′≤𝑦

 () 

This data structure allows the sum of pixels from arbitrary large areas to be calculated in constant 

time. 

The training process proceeds then to select only a few of these weak classifiers using a modified 

version of AdaBoost algorithm [9]. Usually, a few thousand features will remain and those will be 

used during detection. The object detection process will scan the detector many times on the same 

image – every time with a new size. Since most of these windows will not contain the target object and 

only a few of them will, the Viola-Jones algorithm is not built to find objects but, instead, to discard 



 

 

 

 

 

 

non-objects as fast as possible. Therefore, a set of strong classifiers is called by Viola-Jones an 

attentional cascade, because more attention (computing power) is directed towards non-negative 

regions of the image.  

All in all, the Viola - Jones object detection framework, also known as "Haar cascades" is a very 

efficient, fast and low on resource demands in the detection phase. The quality of the detection itself is 

highly dependent on the target object type - face detection works extremely well, others less so [10]. 

 

3.  Testing process 

3.1.  Test data  

 

We prepared a dataset of 2000 images, of which 1000 are positives (they contain one or more faces, 

noses, eyes and mouths) and 1000 are negatives (no faces). The positive images are a subset of the 

Flickr Face HQ dataset [11], resized to 1000 pixels on the larger edge and the negative images are 

mainly taken from the COCO database [12]. The positive images were annotated with rectangles for 

each feature present (faces, eyes, noses and mouths). 

For video testing, we prepared 20 video materials, of various length, consisting of panel interviews, 

news broadcasts or video podcasts.  

3.2.  Model selection  

 
We used the OpenCV implementation of Haar cascade. OpenCV offers a set of pre-trained models for 
face and eye detection. Other models are available - we selected models published by Castrillon et al 
[10] for nose and mouth detection. A list of models can be found in Table 1. At this stage, we will try to 
avoid training our own models - the models available are well tested and perform reasonably well. 

TABLE I. LIST OF PRE TRAINED HAAR MODELS USED IN TESTING 

ID Model name Target 
object 

Distribution Published by 

M1 Frontal eye detector with 
better eyeglasses handling 

eye OpenCV 
(eye_tree_eyeglasses.xml) 

Shameem Hameed [13] 

M2 Frontal eye detector eye OpenCV (eye.xml) Shameem Hameed [13] 

M3 Frontal face detector face OpenCV (frontalface.xml) Rainer Lienhart [14] 

M4 Alternative frontal face 
detector 

face OpenCV 
(frontalface_alt_tree.xml) 

Rainer Lienhart [14] 

M5 Default frontal face 
detector 

face OpenCV 
(frontalface_default.xml) 

Rainer Lienhart [14] 

M6 Left eye detector eye OpenCV 
(lefteye_2splits.xml) 

Shiqi Yu [13] 

M7 Right eye detector eye OpenCV 
(righteye_2splits.xml) 

Shiqi Yu [13] 

M8 Mouth detector mouth Modesto Castrillon-
Santana (mcs_mouth.xml) 

Castrillon-Santana [10] 

M9 Nose detector nose Modesto Castrillon-
Santana (mcs_nose.xml) 

Castrillon-Santana [10] 

 



 

 

 

 

 

 

Due to the nature of the detection process (sliding window), for each detected object (true positive 
or false positive) the classifier will output more than one bounding box. Typically, a true positive will 
have more adjacent bounding boxes. To avoid false positives, the OpenCV detector uses a 
neighborhood approach through  a very important parameter called minNeighbors. minNeighbors 
determines the number of detected neighbors required to pass as a detected object bounding box.  

If a low value of minNeighbors is used, the result will contain false positives. If a large value of 
minNeighbors is used, the result will contain false negatives. The value of minNeighbors depends 
loosely on the complexity of the structure detected - a face that has many  more features will require a 
lower minNeighbors than an eye. In a normal image, with many objects, there are many things that may 
"look like an eye" - that will yield a few positive detection. 

Another parameter that is somewhat related to the total number of "detection boxes" - true or false - 
is the scaleFactor. As the detection process slides the detector over the image, it will increase the 
detector size by scaleFactor after every complete pass. A very small scaleFactor will trigger many more 
passes of the detector and will increase the detection time. At the same time, it will yield more 
neighbors, because detector windows with very close sizes will yield similar results.  

To ensure the best results, each model was tested on the same dataset with various minNeighbors 
values. We kept the scaleFactor fixed at 1.025 (meaning that each increase will make the detector 
window 2.5% larger.). A more fine value was deemed unsuitable because of the significant increase in 
detecting time. The tests follow the value of F1 score [Equation 2], calculated by comparing the 
detection results with the annotations of the dataset (tp = true positives, fp = false positives, fn = false 
negatives). 

𝐹1 =  
𝑡𝑝

𝑡𝑝+ 
1

2
(𝑓𝑝+𝑓𝑛)

 (2) 

As we increase the minNeighbors, we expect the F1 score to increase (due to decreasing false 
negatives) and then to start decreasing (when minNeighbors is too large and we start to lose positives). 
This is indeed the case for mouths, noses and eyes [Fig. 2, Fig. 3 and Fig. 4]. The face detectors are 
relatively stable [Fig. 5]. 

  

Fig. 2. M9 Noses model - max F1  score is 0.8480 Fig. 3. M8 Mouth model - max F1 score is 0.72677 

  

Fig. 4. M1 Frontal eye detector - max F1 is 0.8449 Fig. 5. M3 Frontal face detector - max F1 is 0.9133 



 

 

 

 

 

 

The mouth model needs by far the largest minNeighbors parameter - 450, followed by the nose 

model at 120. M2 frontal eye detector reaches its maximum F1 score at 100 minNeighbors, while the 

rest of the models require values between 10 and 50. In the case of M6 and M7 the F1 scores may be 

lower than deserved, since the testing process did not consider the left/right eye preference. A visual 

inspection of detection results did not reveal enough ability to discriminate between right/left eye to 

consider using two models instead of one for eye detecting. 

TABLE II. HIGHEST SCORES WITH CORRESPONDING MINNEIGHBORS VALUES 

ID Model  minNeighbors F1 score 

M1 Frontal eye detector with better eyeglasses handling 20 0.8449 

M2 Frontal eye detector 100 0.6692 

M3 Frontal face detector 25 0.9133 

M4 Alternative frontal face detector 10 0.6192 

M5 Default frontal face detector 50 0.8867 

M6 Left eye detector 20 0.6833 

M7 Right eye detector 25 0.6475 

M8 Mouth detector 450 0.7257 

M9 Nose detector 120 0.848 

 

We selected the models with the best F1 scores for the image extraction procedure: M3 for face 

detection, M1 for eye detection, M8 for mouth detection and M9 for nose detection. 

 

We tested the face extraction model on video streams containing news broadcasts, interviews or video 

podcasts. The full workflow is as follows:  
• The video file is split into individual frames. 

• If there are very similar consecutive frames those will be discarded, using structural similarity. 

We use a score of 0.75 to 0.90 to discard similar frames.  

• We extract perfect and complete faces (according to the definitions in Table 3) from every 

frame. 

 
The distribution of various types of faces in video materials is different.  

4.  Image testing results 

The image test dataset contains a total of 1519 faces (some photos have more than one face). The face 

detector model was able to detect 1224 of them, out of which 28 false positives. We split the resulted 

images in the following categories: a) „Perfect faces” (detected faces that contain two eyes, one nose 

and one mouth inside the detected face bounding box) [Fig. 6], b) „Complete faces” (detected faces 

that contains at least an eye, at least a mouth and at least a nose inside the detected face bounding), c) 

„Silent faces” (detected faces that contain eyes and noses inside the detected face bounding) and d) 

„Discarded faces” (any other combination). All false positives of the face detector were in the 

discarded faces group. 

 

 

 

 



 

 

 

 

 

 

TABLE III. DISTRIBUTION OF DETECTED FACES IN GROUPS 

Group Nr. of  faces extracted Percent from total faces 

Perfect faces 441 36% of total faces 

Complete faces 299 24% of total faces 

Silent faces 169 14% of total faces 

Discarded faces 315 26% of total faces 

 

 A few of the extracted faces from the „Perfect Faces” group can be seen in [Fig. 6]. Visual inspection of all the 
samples shows that the model can identify faces of various shapes, ages and faces with glasses. The most unstable 
of all models is (as expected) M8, the mouth model. A significant number of faces extracted in the "Complete 
faces" group are actually faces with additional mouths detected, usually on the eyes. 

 

 
Fig. 6. Examples of extracted "perfect faces" 

 

5.  Video testing results 

Since in all processed video clips the people were speaking, the mouth model was much less effective 

with a lot of false positives. Extracting complete and perfect faces with a 0.90 structural similarity 

retention coefficient will yield from 3% of the frames to 33%.  

 

 

 



 

 

 

 

 

 

TABLE IV. DISTRIBUTION OF DETECTED FACES TYPES IN VIDEO 

Group Average video percentage 

Perfect faces 6.78 

Complete faces 29.5 

Silent faces 1.39 

Discarded faces 69.33 

 

6.  Clustering of faces extracted from video. 

Final goal of this project is to be able to present to a human operator a very succinct report of people 

that were identified in the videos. We do not aim for automatic face recognition since this is easily 

achieved by the human operator. But we hope for a correct grouping of the identified faces.  

 

After extracting all perfect and complete faces we investigated whether various image features 

(SIFT key points, edges, and many others.) could be used to cluster the faces in groups that match the 

faces of the people. The most successful attempt was the simplest one, based on pixel intensities:  
• Resize each face to 60/60 pixels. 

• Convert to LAB color space. 

• Extract the intensities of every pixel's L channel in a vector of 3600 parameters.  

• Apply a dimensionality reducing algorithm (T-SNE [15] – scikit implementation) to obtain a 

two-dimensional representation of each image. 

• Apply a density-based clustering algorithm (DBSCAN [16] – scikit implementation) to 

separate each cluster of images.  

 
Our tests have shown that the separation efficiency of this method is very good - if we manually 

select the best parameters for DBSCAN algorithm we could in all cases separate the perfect and 

complete faces into correct groups (such as in Fig. 8).  

 

  
Fig 7 Too many clusters: 5,4 and 3 are in fact the 

same face.  

Fig. 8. Perfect number of clusters – each 

corresponds to a group of faces belonging to the 

same person.  

  

Automatically selecting DBSCAN parameters is possible (based on the extent of T-SNE 

coordinates space). When using automatic parameters, we run the model for a few possible 

combinations, and we select the parameters that will yield the largest number of clusters with 

minimum amount of noise points (i.e., points that have hot been associated to a cluster by DBSCAN). 
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7.  Conclusions and future developments. 

A multi-model approach for face extraction in this case is possible. The detection process works 

relatively well, especially if we allow for less than perfect faces (that is two eyes, one nose and one 

mouth). There are still problems with people with sunglasses or normal glasses that have powerful 

reflections (the latter case may be solved in video) .  

The possible increase of scaleFactor may be interesting, since it will lead to faster detection time. 

Due to its connection to minNeighbors, more tests will have to be run to determine how far we can go 

with it. The stability of the face detector models makes it a good candidate to start experimenting with 

increasing scaleFactors - it will not impact minNeighbors much. The mouth and nose model may need 

to remain at small scaleFactors because the target objects are relatively small in most images.  

The video testing has proved that is at least possible to obtain clusters of images that belongs to the 

same faces when working with well-lit, well-prepared video interviews. Even when working with 

automatic DBSCAN parameters, the clusters are well separated so that they can be subsequently 

joined by an operator.  
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