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Abstract: We define higher-orde (F,,b)-convexity and generalized higher-order (F,,b)-convexity. We consider a 
nondifferentiable multiobjective programming problem involving support functions and present a higher-order dual model for this 
problem and we prove some duality results under appropriate higher-order (F,,b)-convexity conditions. 
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1. INTRODUCTION 

For nonlinear programming problems, a number 
of duals have been suggested among which the Wolfe 
dual [14] is well known. While studying duality under 
generalized convexity, Mond and Weir [18] proposed a 
number of different duals for nonlinear programming 
problems with nonnegative variables and proved various 
duality theorems under appropriate pseudo-convexity / 
quasi-convexity assumptions. 

Taking motivation from Bazaraa and Goode [1] 
and Hanson and Mond [9], Nanda and Das [20] attempted 
to extend the results of Mond and Weir [18] to cone 
domains with appropriate pseudo-invexity and quasi-
invexity assumptions on objective and constraint functions. 
However, certain shortcomings were pointed out in the 
work of Nanda and Das [20] and appropriate modifications 
were suggested for studying duality under pseudo-invexity 
assumptions in Chandra and Abha [4]. 

The study of second order duality is significant 
due to the computational advantage over first order duality 
as it provides tighter bounds for the value of the objective 
function when approximations are used [11, 13, 17, 24]. 
Mangasarian [13] considered a nonlinear programming 
and discussed second order duality under inclusion 
condition. Mond [17] was the first to present second order 
convexity. He also gave in [17] simpler conditions than 
Mangasarian using a generalized form of convexity which 
was later called second order convexity by Mahajan [12] 
and bonvexity by Bector and Chandra [3]. Later, 
Jeyakumar [11] and Yang [24] discussed also second 

order Mangasarian type dual formulation under -
convexity and generalized representation conditions 
respectively. In [28] Zhang and Mond established some 
duality theorems for second-order duality in nonlinear 
programming under second order B-invexity or generalized 
second-order B-invexity, defined in their paper. In [2, 18, 8] 
was shown that second order duality can be useful 
computationally, since one may obtain better lower bounds 
for the primal problem than otherwise. The case of some 
optimization problems that involve n-set functions was 
studied by Preda [22]. 

Recently, Yang, Yang, Teo and Hou [27] 
proposed four second-order dual models for nonlinear 
programming and established some duality results under 
generalized second-order F-convexity assumptions. In [16] 
Mishra and Rueda generalized Zhang's Mangasarian type 
and Mond-Weir type higher-order duality [28] to higher-
order type I functions. Yang, Teo and Yang [26] extended 
this results to a class of nondifferentiable multiobjective 
programming problems. They also presented an unified 
higher-order dual model for nondifferentiable multiobjective 
programs, where every component of the objective 
function contains a support function of a compact convex 
set. 

In this paper, we define in section 2 the higher-
order (F,,b)-convexity and generalized higher-order 
(F,,b)-convexity. In section 3 we consider a class of 
nondifferentiable programming problems and for the dual 
model defined by Yang, Teo and Yang [26], we prove 
some weak duality results. 

 
2. DEFINITIONS AND SOME PRELIMINARY RESULTS 

We denote by 
n

R  the n-dimensional Euclidean space, and by 
n

R   the nonnegative orthant of .n
R  

For any vectors , ,n nx y R R  we denote: 
1

.
n

i i
i

x y x y



    

Let 
nC R  be a compact convex set. The support function of C is defined by  

   | max |s x C x y y C   

and being convex and everywhere finite, it has a subdifferential [30], that is, there exists 
nzR  such that  

     | | for all .s y C s x C z y x y C     

The subdifferential of  |s x C  is given by  

    | | | .s x C z C z x s x C     

For any set ,nD R  the normal cone to D at a point x D  is defined by  

    | 0, for all .n

DN x y y z x z D    R  

For a compact convex set C we obviously have:  Cy N x  if and only if  | ,s y C x y  or equivalently, if 

 | .x s y C  
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Let us consider : , : ,n p n qH G R R R R  and .nX R   We define the following multiobjective 

programming problem:  

 
 

 

minimize  

subject to:  0,

H x

G x x X




 
 (P) 

We denote the set of feasible solutions of (P) by ,P  that is:  

  | 0 .x X G x  P  

Definition 2.1 A vector xP  is an efficient solution of (P) if there exists no other xP  such that 

     \ 0 ,pH x H x  R  that is,    i iH x H x  for all  1, , ,i p   and for at least one  1, ,j p   

we have    .j jH x H x  xP  is said to be a weak efficient solution of (P) if there exists no xP  such that for all 

     1, , , .i ii p H x H x   

Definition 2.2 An efficient solution xP  of (P) is properly efficient, if there exists a positive number M with the 

property that, whenever    i iH x H x  for xP  and  1, , ,i p   there exists some  1, ,j p   such 

that    j jH x H x  and 
   

   
.

i i

j j

H x H x
M

H x H x





  

For a real-valued twice differentiable function  ,x y  defined on an open set in ,p qR R  we denote by 

 ,x x y  the gradient vector of   with respect to x at  , ,x y  and by  ,xx x y  the Hessian matrix with respect 

to x at  , .x y  Similarly we may define  , ,y x y   ,xy x y  and  , .yy x y  

The following lemma will be used in the next sections. 

Lemma 2.1 ([7])  If xP  is a properly efficient solution of (P), there exist  \ 0p R  and  \ 0q R  

such that  

   
1 1

0.
p q

i x i j x j

i j

H x G x 
 

      

Definition 2.3 A function : nF X X  R R  (where 
nX R ) is sublinear with respect to the third 

variable if for all  , ,x y X X   we have: 

(i)      1 2 1 2, ; , ; , ;F x y a a F x y a F x y a    for all 
1 2, ,na a R  

(ii)    , ; , ; ,F x y ra rF x y a  for all , .nr a R R   

Let us consider the functions : ,b X X  R  :d X X  R , and the number .R  Further, 

we suppose that : nF X X  R R  (where 
nX R ) is sublinear with respect to the third variable and that 

: X R  and : nh X  R R  are differentiable functions. 

We introduce in the subsequent definition the class of higher-order  , ,F b -convexity. 

Definition 2.4 

 We say that   is higher-order  , ,F b -convex at u X  with respect to h, if for all  , nx y X R  we have 

           

        

, , ; ,

, , , ,

x y

y

b x u x u F x u u h u y

b x u h u y y h u y d x u

  



    

     

 

 We say that   is higher-order  , ,F b -pseudo-convex at u X  with respect to h, if for all  , nx y X R  

we have 

      

             

, ; , ,

, , , ,

x y

y

F x u u h u y d x u

b x u x u b x u h u y y h u y

 

  

   

      

 

 We say that   is higher-order  , ,F b -quasi-convexe at u X  with respect to h, if for all  , nx y X R  we 

have 
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             
      

, , , ,

, ; , ,

y

x y

b x u x u b x u h u y y h u y

F x u u h u y d x u

 

 

      

    
 

 If   is higher-order  , ,F b -convex (-pseudo-convex, -quasi-convex) at each point u X  with respect to the 

same function h, then   is said to be higher-order  , ,F b -convex (-pseudo-convex, -quasi-convex) on X with 

respect to h. 

 If   is higher-order  , ,F b -convex (-pseudo-convex, -quasi-convex) at u X  with respect to h, then   is said 

to be higher-order  , ,F b -concave (-pseudo-convave, -quasi- con- cave) at u X  with respect to h. 

Remarks 

1) When 0   and 1,b   the above definition reduce to Definition 4 of Chen [5]. 

2) When        0, 1, , / 2, and , ; , ,xxb h u y y u y F x u a x u a  
      where 

: ,nX X  R  the higher-order  , ,F b -convexity (-pseudo- convexity, -quasi-convexity) reduces to  -

bonvexity (-pseudo-bonvexity, -quasi- bonvexity) in [7, 21], or it reduces to the second-order F (pseudo-, quasi-) invexity in 
[10]. 

3) When 0,   1,b        , , ,xh u y y u u y      and      , ; , , ,F x u a x u a x u   where 

 : \ 0 ,X X  R  : nX X  R  are positive functions, and : nX  R R  is a 

differentiable function, the higher-order  , ,F b -convex (-pseudo-convex, -quasi-convex) function becomes the 

higher-order (pseudo-, quasi-) type I function in [15, 19]. 
 
3. HIGHER-ORDER DUALITY INVOLVING NONDIFFERENTIABLE FUNCTIONS 

We consider in this section the differentiable functions  

 

 

 

1

1

1

, , : ,

, , : ,

, , : ,

: ,

n p

p

n m

m

n n m

m

n n

f f f

g g g

k k k

h







 

 

  

 







R R

R R

R R R

R R R

 

the compact convex sets  , 1,2, , ,n

iC i P p   R  and the open subset .nDR  We also denote 

 1,2, ,M m   and consider a partition of the index set M defined by , 0,1, , ,I M      with 

0

I M





  and I I    for any   . 

We define the following nondifferentiable multiobjective programming problem:  

 
        

 

1 1minimize: | , , |

subject to: 0, .

p pf x s x C f x s x C

g x x D

 

 


 (NMP) 

To this problem, we associate the following general dual  

     

     

     

     

0

0

1 1 1 1maximize: { , ,

, , ,

, ,

, , },

I

p p p p

I

f u h u h u u w

y g u y k u y k u

f u h u h u u w

y g u y k u y k u



      





      



  

  

  

  

 





 





    


      



    

      





  (NMD) 

subject to:  

     
1

, ,
p

i i

i

h u w y k u     



    (3.1) 
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        1, ,, , 0, ,
I

y g u y k u y k u


      



   



        (3.2) 

 0,y   (3.3) 

 , , ,i iw C i P      (3.4) 

where 
1

0, 1 .
p

p

i
i

  



 
      

 
R  In the sequel we denote  1, , pw w w  . 

Weak Duality 

Theorem 3.1 Let x be feasible for (NMP) and let  , , , ,u w y   be feasible for (NMD). Suppose that for all 

feasible  , , , ,x u y w   there exist a sublinear function : n n nF   R R R R  such that 

 

      

   

, , 0

, , , , , 1, , .

I

I

y g u y k u y k u

F x u y k u d x y



      



   

 

  

   







       

 
      

 



 

 (3.5) 

Furthermore, it is assumed that one of the following three conditions holds: 

(a) For i P ,  

 

     

        

     

0

0

, , , , ,

, ,

, , 0 ;

i i i

I

i i i i i i

I

F x u h u w y k u d x u

f x x w f u u w h u h u

y g u y k u y k u

   





      



  

  

  



  





 
        

 

       

      





 

 

        

     

     

0

0

, ,

, , 0

, , , , ,

i i i i i i

I

i i i

I

f x x w f u u w h u h u

y g u y k u y k u

F x u h u w y k u d x u



      



   



  

  

  

  







      

       

 
        

 





 

and  

1 1

0
p

i i

i







  
 

   ; 

(b) There exists j P  such that  

 

     

        

     

0

0

, , , , ,

, ,

, , 0 ;

j j j

I

j j j j j j

I

F x u h u w y k u d x u

f x x w f u u w h u h u

y g u y k u y k u

   





      



  

  

  



  





 
        

 

       

      





 

while for all i P ,  

 

        

     

     

0

0

, ,

, , 0

, , , , ,

i i i i i i

I

i i i

I

f x x w f u u w h u h u

y g u y k u y k u

F x u h u w y k u d x u



      



   



  

  

  

  







      

       

 
        

 





 

and  

1 1

0 ;
p

i i

i







  
 

    
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(c)   

      
1
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p

i i i

i

F x u h u w y k u d x u      



 
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 
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     

       

1 1
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p p

i i i i

i i

f x x w f u u w y g u

h u y k u h u y k u 

   

      

    

 

    

 
      

 

       

 
 

and  

1

0






 


   

Then, the following relations cannot hold simultaneously:  

 

   

     

     
0

for all , |

, ,

, , ,

i i

i i i i

I

i P f x s x C

f u u w h u h u

y g u y k u y k u



      



  

  

 





  

     

     

 (3.6) 

and  

 

   
     

     
0

for some , |

, ,

, , .

j j

j j j j

I

j P f x s x C

f u u w h u h u

y g u y k u y k u



      



  

  

 





  

     

     

 (3.7) 

Proof. Since x is feasible for (NMP) and  , , , ,u w y   is feasible for (NMD), from (3.5) and the sublinearity of F, 

it follows that  

    
0\ 1

, , , ,
M I

F x u y k u d x y


   

 

 
 

 
     

 
   (3.8) 

From (3.1), (3.8) and the sublinearity of F, we obtain  

     
01 1

, , , , , .
p

i i

i I

F x u h u w y k u d x y


    

 

    

  

 
      

 
    (3.9) 

Now we suppose on the contrary that (3.6) and (3.7) hold. Since  | ,i ix w s x C   i P , we have  
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I
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
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

  

  



 





   

     

       

 (3.10) 

and  
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I
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

      



  

  



 





   

     

      

 (3.11) 

If case (a) is satisfied, then we obtain  

     
0

, , , , , , ,i i i

I

F x u h u w y k u d x u i P   



  


 
         

 
  (3,12) 

and  

     
0

for some , , , , , , .j j j

I

j PF x u h u w y k u d x u   



  



 

       
 

  (3.13) 

Since   , it follows from (3.12), (3.13) and the sublinearity of F that  
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     
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p p
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i I i

F x u h u w y k u d x u   



    
  

  
         
  

    (3.14) 

Since 

1 1

0
p

i i

i







  
 

   , from (3.14) we get  
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p

i i i

i I

F x u h u w y k u d x u


    

 

   
  

  
        
  

    (3.15) 

which contradicts (3.9). Hence, (3.6) and (3.7) cannot hold. 
If case (b) is satisfied, then we note that (3.12) holds and that (3.11) implies  

F x,u,hju,  w j  
I0

yku,  jdx,u, for some j  P.   #   

 Since (3.16) 

and (3.12) imply (3.15), it is clear that (3.6) and (3.7) cannot hold. 

Now suppose that case (c) is satisfied. Since   , it follows from (3.10) and (3.11) that  
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Thus, by (c),  
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   

and using the fact that 
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0
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  , we obtain  
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  

    

which contradicts (3.9). Hence, (3.6) and (3.7) cannot hold. 
A Special Case 

Let us consider the compact convex sets iC  to be defined by  

  | 1 .i i iC B w w B w   

It is easily shown that  |i ix B x s x C  . In this case, the problems (NMP) and (NMD) can be rewritten as follows:  
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  (NMD*) 

subject to  



“Mircea cel Batran” Naval Academy Scientific Bulletin, Volume XVI – 2013 – Issue 1 
Published by “Mircea cel Batran” Naval Academy Press, Constanta, Romania 

 

 

    

      
1

1, ,

, , ,

, , 0, ,

0, 1, , .

p

i i

i

i i i i i i

i I

i

h u B w y k u

y g u y k u y k u

y w B w i P



 

  

   

  



 







 



  

     

   



   

Remarks 

1) If 1p   the problems (NMP*) and (NMD*) become (NDP) and (NDHGD) considered by Mishra et. al. in [16]. 

2) If 1p  , 
0I M  and I   for 1, ,   , then (NMP*) and (NMD*) become respectively the problems 

(NDP) and (NDHMD) considered in [16]. 

3) If 1p  , 
0I  , 

1I M , and I   for 2, ,   , then (NMP*) and (NMD*) become respectively 

(NDP) and (NDHD) considered in [16]. 

4) If    ,h u f u     and    , ,i ik u g u i M     , then (NMD*) reduces to (VD) considered by 

Yang, Teo and Yang in [25]. 

5) When       , , ,F x u u u x u  


  , where : n n n  R R R  is a vector valued function, then 

the conditions (a), (b) and (c) of Theorem 3.1 reduce to higher-order generalized invexity considered in [16]. 
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